Анализ возможностей применения совместных частотно-временных представлений 
сигналов для формирования первичных признаковых пространств

        В [3] предлагается подход, основанный на обработке спектральных образов исследуемых сигналов, когда в качестве первичных признаков распознавания используется функция огибающей их спектральной плотности распределения энергии. Однако для сигналов с близкой структурой энергетических спектров, которые находят широкое применение в радиосвязи данный метод не позволяет достичь приемлемой достоверности распознавания [8].
        Для разделения сигналов с похожими энергетическими спектрами необходимо иметь полную информацию о локализации их мощности в плоскости частота-время, т. е. в качестве первичных признаков распознавания использовать матрицу плотности распределения энергии (ПРЭ) радиосигналов в координатах частота – время, сформированную на основе их частотно-временных представлений.

        Наиболее известным и простым частотно-временным представлением сигналов является мгновенный спектр, полученный на основе оконного преобразования Фурье [4]. Однако он не обеспечивает требуемого разрешения одновременно по частоте и по времени во всем диапазоне существования сигнала. Следовательно, для сложных колебаний с широким спектром, применение оконного преобразования Фурье не позволит получить набор признаков обеспечивающих требуемую контрастность образов необходимую для реализации процедур достоверного распознавания.

        Попытки улучшить характеристики частотно-временных описаний обрабатываемых сигналов привели к развитию теории совместных частотно-временных распределений (ЧВР) [4]. Так в [7] предложен метод, согласно которому для формирования первичных признаков распознавания применяется ЧВР класса Вигнера-Вилле. В ряде случаев билинейное представление радиосигналов на основе ЧВР является достаточно адекватным задаче распознавания радиосигналов описанием, так как с высокой точностью отражает их частотные и временные параметры. Однако, недостатки билинейных ЧВР, заключающиеся в появлении интерференционного фона и ложных пиков энергии в условиях многосигнального воздействия и при воздействии шумов и помех, приводят к значительным искажениям реальной картины распределения сигнальной энергии в координатах частота-время [4]. Так на рис. 1 представлено частотно-временное представление двух гармонических сигналов, полученное на основе ЧВР Вигнера

                             
[image: image1.wmf]ò

¥

¥

-

t

p

-

*

t

×

÷

ø

ö

ç

è

æ

t

×

÷

ø

ö

ç

è

æ

t

+

×

÷

ø

ö

ç

è

æ

t

-

×

÷

ø

ö

ç

è

æ

t

-

=

d

e

h

t

z

h

t

z

t

f

W

f

j

a

a

2

*

2

2

2

2

)

,

(

.
        К сожалению даже для такого простого сигнала распределение 
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 имеет выраженный интерференционный фон. 
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Рис. 1. Частотно-временное распределение Вигнера-Вилле двух гармонических сигналов

       Указанные обстоятельства, существенно ухудшают результаты распознавания радиосигналов, в частности декаметрового диапазона. Так на рис. 2 показана матрица ПРЭ, полученная на основе ЧВР Вигнера тестового сигнала частотной манипуляции с разносом частот 1000 Гц и скоростью телеграфирования 445 Бод (ЧМ-2-1000-445) (см. рис. 2):
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Рис. 2. Матрица ПРЭ тестового сигнала ЧМ-2-1000-445,

полученная на основе ЧВР Вигнера

        Анализ результатов (см. рис. 2) показывает, что на частотно-временной плоскости присутствует большое количество ложных энергетических пиков. Это обусловлено автокорреляционной природой ядра билинейных ЧВР класса Вигнера-Вилле. Наличие сильных искажений по сравнению с реальной картиной ПРЭ сигнала не позволяет непосредственно на основе ЧВР формировать первичные признаки распознавания, которые бы адекватно характеризовали радиосигналы.

        Для борьбы с такими искажениями обычно в ядро ЧВР вводят оконные 
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 функции различного вида. Получаемые в этом случае псевдораспределения обеспечивают частичное подавление интерференционного фона. На рис. 3 показана матрица ПРЭ, полученная на основе псевдо-ЧВР Вигнера.
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Рис. 3. Матрица ПРЭ тестового сигнала ЧМ-2-1000-445
 на основе псевдо-ЧВР Вигнера

        Анализ матрицы ПРЭ показывает, что полностью ложные пики энергии устранить не удалось, следовательно, даже использование псевдо-ЧВР не всегда в полной мере позволяет решить указанную проблему.
        Один из возможных теоретических подходов к решению данной задачи предложен в [5]. В частности, для получения с достаточной точностью информации о высокочастотных спектральных составляющих сигнала важно извлекать ее из относительно коротких временных интервалов, в то время как информацию о низкочастотных спектральных составляющих сигнала можно извлекать из относительно широких временных интервалов, выигрывая при этом в частотном разрешении.

        Очевидно, что для реализации указанного подхода при анализе сигналов необходимо применять окно, ширина которого была бы адаптивна к частоте. Подобный принцип лежит в основе вейвлет-преобразования, являющегося одним из видов совместных частотно-временных описаний сигналов.
        Аналитическое представление непрерывного вейвлет-преобразования (НВП) можно интерпретировать как скалярное произведение анализируемого сигнала 
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где 
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 – материнский вейвлет, представляющий функцию, из которой с помощью сжатий (растяжений) и сдвигов формируются все базисные функции:
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здесь параметр a – определяет масштаб вейвлета и является аналогом частоты в анализе Фурье; параметр b – определяет величину сдвига вейвлета вдоль оси времени. Заметим: большие значения a соответствуют низкому частотному разрешению; малые – высокому. Таким образом, появляется возможность адаптивного выбора параметров окна к анализируемому частотному каналу. Результат разложения (1) называют вейвлет-коэффициентами. В отличие от преобразования Фурье в НВП конкретный вид вейвлета не оговаривается. Как правило, в качестве вейвлета используются непериодические, локализованные в пространстве функции, например функции, имеющие один или два близко расположенных глобальных экстремума и быстро затухающие (а то и обращающиеся в нуль) на бесконечности. Примером функции с хорошей частотно-временной локализацией является вейвлет Морле, представляющий комплексную гармонику, модулированную функцией Гаусса (рис. 4).
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Рис. 4. Осциллограмма вейвлета Морле 5-го порядка (а=5)

        Аналитически вейвлет Морле можно представить следующим образом [5]:
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где 
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 определяет центральную частоту вейвлета.
        Сам процесс НВП состоит в разложении анализируемого сигнала в ряд коэффициентов при базисных функциях, полученных посредством растяжения или сжатия базисного (исходного) вейвлета при помощи их свертки с сигналом. Поэтому формируемый вейвлет-спектр имеет хорошее разрешение как на крупных, так и на мелких масштабах частоты. В тоже время отсутствие в НВП процедур корреляции исключает возникновение в сформированном разложении интерференционного фона (рис. 5).
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Рис. 5. Матрица ПРЭ тестового сигнала ЧМ-2-1000-445
на основе НВП Морле

        Анализ результатов, представленных на рис. 5, показывает, что вейвлет-коэффициенты, рассчитанные на основе функции Морле позволяют четко локализовать на масштабно-временной плоскости фрагменты сигнала с различными значениями частот. Положительным свойством матрицы ПРЭ на основе НВП является отсутствие ложных пиков энергии и интерференционного фона. Иными словами энергия сигнала на масштабограмме присутствует лишь там, где существует само излучение.
        В связи с тем, что в реальных условиях радиосигналы практически всегда подвергаются воздействию шумов и помех, необходимо оценить устойчивость формируемых признаков к шумовому воздействию. Для этого к тестовому сигналу (рис. 2а) был добавлен Гауссов шум (результирующее значение отношения сигнал/шум (ОСШ) 5 дБ). Для полученного сигнала были построены две матрицы ПРЭ: на основе псевдо-ЧВР Вигнера (рис. 6а) и на основе НВП Морле (рис. 6б).
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Рис. 6. Матрицы ПРЭ тестового сигнала ЧМ-2-1000-445 
при ОСШ 5 дБ: на основе псевдо-ЧВР Вигнера (а);
 на основе НВП Морле (б)

       Сравнительный анализ представленных матриц ПРЭ позволил сделать вывод о значительно более высокой устойчивости к воздействию шумов признаков полученных на основе НВП по сравнению с признаками на основе ЧВР.

        Таким образом, в комплексах радиомониторинга в качестве первичных признаков распознавания радиосигналов целесообразно использовать их матрицы ПРЭ, построенные на основе НВП Морле.
        Следует отметить, что практическое применение матриц ПРЭ радиосигналов (в т. ч. и сформированных на основе НВП) в качестве первичных признаков распознавания затруднено в связи со сложностью решения следующих задач: сжатие первичных признаков; формирование вторичного признакового пространства; выбор правила принятия решений. Возникающие трудности, прежде всего, связаны с наличием в распознаваемых радиосигналах информационной составляющей, закон распределения которой в общем случае неизвестен. 
        Одним из возможных подходов к решению этих проблем может быть нормализация признаков и последующее использование оптимальных классификаторов [2]. В [7] предлагается в качестве признаков распознавания использовать сингулярные значения матрицы ПРЭ, построенной на основе ЧВР Вигнера. Для матриц ПРЭ, вычисленных на основе НВП Морле также возможно использовать их сингулярные значения. Однако в полной мере устойчивости признаков к изменению информационной составляющей на достичь не удается.

        Другой подход заключается в применении решающего правила основанного на принципе одного ближайшего соседа – 1-БС (либо q-БС) при условии создания достаточно большого числа образов, которое гарантирует проявление всех возможных вариантов информационной последовательности для каждого распознаваемого класса [6]. Создание образов в этом случае можно осуществлять при помощи сжатия информации, заключающейся в матрице ПРЭ на основе, например, преобразования Карунена-Лоэва, дискретно-косинусного преобразования и др., в зависимости от предъявляемых требований к точности аппроксимации исходной матрицы получаемыми в результате этих преобразований коэффициентами, выступающими в данном случае в качестве вторичных признаков распознавания.
Формирование признаков распознавания радиосигналов
 на основе непрерывного вейвлет-преобразования

        Для экспериментального подтверждения целесообразности использования в качестве первичных признаков распознавания матриц ПРЭ радиосигналов на основе НВП Морле было проведено сравнительное исследование качества признаков формируемых на основе НВП Морле с признаками, полученными на основе псевдо-ЧВР Вигнера.

        Для проведения сравнительных экспериментов были разработаны алгоритмы формирования признаков на основе НВП Морле и на основе ЧВР Вигнера, включающие следующие основные этапы:
        Этап 1. Из последовательности дискретных отсчетов Sl обрабатываемого сигнала формируются 
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 – номер выборки. Длина выборки N выбирается в зависимости от требований вероятности правильного распознавания и времени обработки. Чем больше N, тем выше вероятность правильного распознавания, но при этом время обработки возрастает. Для первой выборки берутся N начальных отсчетов эталонной последовательности: 
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        Этап 2. Сигнал в пределах каждой выборки нормируется относительно его амплитуды, вычисленной исходя из средней мощности дискретных отсчетов выборки.
        Этап 3. Из полученных выборок 
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где 
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        Этап 4. Элементы каждой матрицы 
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Затем матрицы, состоящие из квантованных элементов, обрабатывают при помощи двумерного дискретно-косинусного преобразования:
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здесь M и N – размерность матриц 
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        В результате такой обработки из элементов 
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 получают новую совокупность матриц 
[image: image40.wmf]{

}

v

i

l

'

,

K

, в которых наиболее значимые элементы (с точки зрения точности аппроксимации матрицы минимальным количеством элементов) сосредоточены в верхнем левом углу.

        Этап 5. Из каждой матрицы 
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 при помощи процедуры “зигзаг” сканирования (рис. 7) выбирают n элементов 
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Рис. 7. Схема «зигзаг» сканирования при формировании вторичных признаков

        Этапы 4 и 5 известны как алгоритм сжатия изображений (аналогичный подход, с небольшими отличиями, используется в стандарте JPEG).
        Этап 6. Полученные значения 
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 используют в качестве параметров эталонов или признаков распознавания.
        При формировании признаковых пространств на основе псевдо-ЧВР Вигнера на этапе 3 значения элементов 
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 вычисляются в соответствии с дискретной формой данного распределения:
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где h – окно, обеспечивающее сглаживание интерференционного фона во временной области. В качестве h может быть использована функция Хэмминга [4].
        В ходе эксперимента качество сформированных признаков оценивалась по значению показателя разделимости классов 
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где матрица 
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 характеризует среднее межклассовое расстояние, а матрица 
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 – средний внутриклассовый разброс, вычисляемых в соответствии с [1].
        Сравнение признаков осуществлялось при различных значениях ОСШ, для чего фрагмент тестового сигнала ЧМ-2-1000-445 смешивался с шумом. Значение ОСШ рассчитывалось по мощности. На рис. 8 графически представлены, нормированные относительно максимума, значения показателя J, рассчитанные для пар эталонных сигналов, ОСШ одного из которых составляло 25..0 дБ, а второго оставалось неизменным на уровне 30 дБ. Таким образом, при внесении дополнительных шумов признаки, формируемые на основе матрицы ПРЭ НВП Морле более устойчивы, чем признаки на основе псевдо-ЧВР Вигнера (при ОСШ 5 дБ более чем в 3 раза).
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Рис. 8. Зависимость устойчивости признаков, сформированных на основе 
псевдо-ЧВР Вигнера и НВП Морле от значения ОСШ

        Анализ результатов показывает, что для распознавания радиосигналов при ОСШ ниже 20 дБ применение для формирования первичных признаков НВП является более предпочтительным по сравнению с ЧВР Вигнера.

        Сравнительная оценка достоверности распознавания осуществлялась по методу Монте-Карло. Для проведения экспериментов на основе описанных выше алгоритмов формирования признаков были разработаны алгоритмы распознавания радиосигналов. Основное условие, которое ставилось при разработке алгоритмов распознавания – обеспечить одинаковые условия функционирования для двух методов построения первичного признакового пространства – на основе НВП Морле и на основе ЧВР Вигнера.

        Алгоритмы включают следующие основные процедуры: при обучении системе предъявляют классифицированные выборки радиосигналов эталонных классов для которых формируют пространство первичных признаков и преобразуют их во вторичные; на основе всех полученных образов формируют признаковое пространство классификатора (для каждого эталонного класса хранится несколько образов); для распознаваемого радиосигнала, формируют первичные признаки, затем из них получают вторичные и вычисляют эвклидово расстояние до каждого из образов эталонов; решение об отнесении радиосигнала к одному из l эталонных классов принимают по правилу q-БС [6].
        В качестве тестовых использовались модели радиосигналов ЧМ-2 с разносами частот от 600 до 1200 Гц с дискретностью 100 Гц и со скоростями от 200 до 600 Бод с дискретностью 50 Бод с различными значениями ОСШ. Обобщенные результаты распознавания этих сигналов представлены на рис. 9.
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Рис. 9. Зависимость средней вероятности правильного распознавания радиосигналов ЧМ-2
 на основе псевдо-ЧВР Вигнера и НВП Морле от значения ОСШ

        В среднем применение НВП Морле для этих классов позволило повысить достоверность распознавания на 30 % по сравнению с псевдо-ЧВР Вигнера.

        Еще один эксперимент был проведен с радиосигналами, имеющими похожие энергетические спектры. В качестве тестовых использовались модели радиосигналов с минимальным частотным сдвигом (ММС) и двухпозиционной фазовой манипуляцией (ФМ-2) при скоростях 150 Бод и 100 Бод. В таблицах 1 и 2 приведены результаты распознавания вычисленные как отношение числа отнесений к классу с соответствующим номером к общему числу экспериментов (по 250 экспериментов для каждого радиосигнала). 
                                                                                                                      Таблица 1
Средние значения вероятности отнесения сигналов к каждому
из классов в зависимости от ОСШ (на основе псевдо-ЧВР Вигнера)

	Класс 

распознаваемых

сигналов
	Отношение сигнал/шум, дБ 

	
	25
	22,5
	20
	17,5
	15
	12,5

	1. ММС 150 Бод
	 1. 0,83

 2. 0,15

 3. 0,02
	 1. 0,76

 2. 0,21

 3. 0,02
	 1. 0,54

 2. 0,25

 3. 0,12
	 1. 0,43

 2. 0,35

 3. 0,19
	 1. 0,34

 2. 0,31

 3. 0,17
	 1. 0,23

 2. 0,15

 3. 0,11

	2. ФМ-2 150 Бод
	 2. 0,81

 1. 0,05

 4. 0,09
	 2. 0,74

 1. 0,15

 4. 0,06
	 2. 0,51

 1. 0,26

 4. 0,11
	 2. 0,33

 1. 0,29

 4. 0,12
	 2. 0,31

 1. 0,30

 4. 0,19
	 2. 0,21

 1. 0,18

 4. 0,06

	3. ММС 100 Бод
	 3. 0,87

 4. 0,06

 1. 0,01
	 3. 0,84

 4. 0,12

 1. 0,01
	 3. 0,59

 4. 0,29

 1. 0,07
	 3. 0,41

 4. 0,27

 1. 0,15
	 3. 0,32

 4. 0,28

 1. 0,14
	 3. 0,19

 4. 0,17

 1. 0,11

	4. ФМ-2 100 Бод
	 4. 0,82

 3. 0,09

 2. 0,02
	 4. 0,75

 3. 0,11

 2. 0,06
	 4. 0,53

 3. 0,24

 2. 0,12
	 4. 0,32

 3. 0,22

 2. 0,08
	 4. 0,32

 3. 0,19

 2. 0,06
	 4. 0,22

 3. 0,19

 2. 0,05


                                                                                                                            Таблица 2
Средние значения вероятности отнесения сигналов к каждому
из классов в зависимости от ОСШ (на основе НВП Морле)

	Класс 

распознаваемых

сигналов
	Отношение сигнал/шум, дБ 

	
	25
	22,5
	20
	17,5
	15
	12,5

	1. ММС 150 Бод
	 1. 0,92

 2. 0,06

 3. 0,02
	 1. 0,83

 2. 0,11

 3. 0,05
	 1. 0,64

 2. 0,18

 3. 0,06
	 1. 0,55

 2. 0,26

 3. 0,11
	 1. 0,41

 2. 0,21

 3. 0,14
	 1. 0,21

 2. 0,10

 3. 0,06

	2. ФМ-2 150 Бод
	 2. 0,91

 1. 0,08

 4. 0,01
	 2. 0,84

 1. 0,12

 4. 0,03
	 2. 0,63

 1. 0,16

 4. 0,07
	 2. 0,52

 1. 0,18

 4. 0,11
	 2. 0,38

 1. 0,22

 4. 0,17
	 2. 0,27

 1. 0,16

 4. 0,08

	3. ММС 100 Бод
	 3. 0,94

 4. 0,02

 1. 0,01
	 3. 0,87

 4. 0,06

 1. 0,01
	 3. 0,71

 4. 0,18

 1. 0,08
	 3. 0,54

 4. 0,23

 1. 0,12
	 3. 0,42

 4. 0,25

 1. 0,14
	 3. 0,26

 4. 0,15

 1. 0,11

	4. ФМ-2 100 Бод
	 4. 0,92

 3. 0,04

 2. 0,02
	 4. 0,79

 3. 0,11

 2. 0,03
	 4. 0,66

 3. 0,14

 2. 0,03
	 4. 0,51

 3. 0,18

 2. 0,06
	 4. 0,40

 3. 0,21

 2. 0,09
	 4. 0,26

 3. 0,18

 2. 0,15


         По результатам этого эксперимента установлено, что и для сигналов с похожими энергетическими спектрами использование НВП Морле позволяет повысить достоверность распознавания в среднем на 28 % по сравнению с ЧВР.
                                                              Заключение

        Распознавание радиосигналов в комплексах радиомониторинга целесообразно осуществлять на основе разложения входной реализации по некоторой системе ортогональных функций, что позволяет расширять число распознаваемых классов без внесения изменений в алгоритмы распознавания. При формировании первичного пространства признаков необходимо учитывать частоно-времменную структуру сигналов для чего рекомендуется использовать матрицы ПРЭ. Вычисление матриц ПРЭ на основе НВП Морле позволяет улучшить качество формируемых признаков и повысить достоверность распознавания в условиях воздействия шумов и помех в среднем на 28-30% по сравнению с уже известным методом на основе ЧВР Вигнера. Для учета при распознавании информационной составляющей радиосигналов предлагается формировать несколько образов каждого из эталонных классов, а решение о принадлежности радиосигналов принимать по правилу одного или нескольких ближайших соседей.
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